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Large eddy simulation of turbulent flows by a
least-squares finite element method
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SUMMARY

The least-squares finite element method (LSFEM) based on first-order formulations of governing
equations has been used successfully for incompressible and compressible flows and transport processes.
It has not been applied to turbulent flows. In this work, large eddy simulation (LES) with dynamic
subgrid-scale models is used to simulate turbulent flows. The LSFEM is implemented to solve the filtered
LES equations for turbulent flows and transport processes. Numerical experiments have been carried out
for three types of turbulent flows, turbulent channel flow, transitional recirculating flow, and thermal
convective turbulent flow. Numerical results are compared with experimental data or direct numerical
simulation results. Copyright © 2001 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Large eddy simulation (LES) is an effective method to simulate complex turbulent flows by
resolving only the large scales of motion and modeling the subgrid scales. Its complexity and
computational requirements are between direct numerical simulation (DNS) and Reynolds-
averaged Navier–Stokes (RANS). Finite difference, finite volume and spectral methods are
commonly used in LES. Explicit or semi-implicit time-integration schemes together with
projection methods for the filtered Navier–Stokes equations have found numerous applica-
tions in LES of turbulent flows.

Finite element methods are more amenable to flow problems with complicated geometry
domain and various types of boundary conditions. However, they have been not commonly
used in LES of turbulent flows. The main challenge is to obtain numerical solutions for the
large linear system in an efficient manner. For time-dependent, three-dimensional flow
problems, the linear system of equations is large and sparse and its numerical solutions by
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direct methods lead to prohibitively large memory requirements and computing time. Thus,
iterative methods become viable alternatives.

The least-squares finite element method (LSFEM) leads to symmetric positive definite linear
systems for which preconditioned conjugate gradient methods can provide efficient iterative
solutions. Jiang et al. [1], Jiang [2], and Tang [3] used the Jacobi conjugate gradient method
and a matrix-free approach to simulate three-dimensional incompressible flows. They have
shown that such an approach leads to a relatively efficient iterative solver with much less
memory requirement. Our current iterative solvers only require four global vectors as working
space [4]. We have used this approach to solve three-dimensional flow problems with more
than 7 million unknowns on a single processor [4].

The LSFEM has been used successfully for incompressible and compressible flows and
transport problems [2,5,6], but it has not been applied to the simulation of turbulent flows.
Our objective in this work is to apply the LSFEM to carry out large eddy simulation of
turbulent flows. In these simulations, small scales of motions will be modeled by subgrid-scale
(SGS) models. The model coefficient(s) will be dynamically determined. The dynamic SGS
models allow energy back-scattering from the small scales to large scales and result in correct
asymptotic flow behavior near a solid wall.

The paper is organized as follows. In Sections 2 and 3, we briefly outline the governing
equations for LES and show how to implement the SGS models for isothermal turbulent shear
flows and for thermal convective turbulent flows. In Section 4, we briefly mention the
numerical approaches adopted in the LSFEM/LES code, and in Section 5, we provide the LES
results on three case studies: LES of a lid-driven cavity flow, LES of a turbulent channel flow,
and LES of thermal turbulent flows. A summary and conclusions are given in Section 6.

2. GOVERNING EQUATIONS FOR LES

The governing equations of an incompressible flow and transport process may be written in a
Eulerian reference frame as follows:
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where ui is the velocity component, p the pressure, � the fluid density, � the kinematic viscosity,
and fi is the body force per unit mass. � is any scalar quantity such as species concentration
or temperature. �s is the source term of the scalar quantity. � is the diffusivity of the scalar
quantity.
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According to the general approach described by Leonard [7], the large scale components of
LES are actually the result of applying a filtering procedure to the local and instantaneous
quantities

f� (x� , t)=
�

f(x� �, t)G(x� , x� �) dx� � (4)

where f is any scalar or vectorial quantity, and G is a normalized weighting function or filter.
In practical applications, the filter function is often rewritten in the component form

f� (x1, x2, x3, t)=
�

f(x �1, x �2, x �3, t) �
3

i=1

Gi(xi, x �i ) dx �1 dx �2 dx �3 (5)

where Gi is the filter function in the i-direction. Gaussian filter function, ‘top-hat’ filter
function and sharp-cutoff filter function are commonly used in LES.

Applying the filtering procedure to the governing equations yields additional terms uiuj− ūiūj

and uj�− ūj�� ; which are respectively referred to as the SGS stress tensor (denoted by �ij) and
scalar fluxes (denoted by �j). Most SGS models use an eddy viscosity approach to model the
SGS tensor and an eddy diffusivity approach to model the SGS flux, i.e.
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�t and �t are eddy viscosity and eddy diffusivity respectively. By introducing a modified
pressure

P� = p̄+
1
3

�kk (9)

we can obtain LES equations for incompressible turbulent flows and transport processes as

�ūj
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The eddy viscosity �t and eddy diffusivity �t require specification in simulations.

3. SGS MODELS

The most widely used SGS model for �t is the Smagorinsky model [8]. By assuming equilibrium
between energy transfer from large scales to small scales and energy dissipation by the latter,
Smagorinsky derived the eddy viscosity as

�t= (Cs�)2�S� � (13)

in which �S� � is the norm of large scale strain rate tensor, and Cs is referred to as the
Smagorinsky constant. � is the grid size. For anisotropic grids, the cubic root of the cell
volume, �= (�1�2�3)1/3, is usually employed. When the model coefficient Cs is taken a
constant, its determination is generally based on the analysis of DNS data, experimental
results, or some turbulence statistical theories. In general, LES results obtained from a priori
prescription of the model coefficient can hardly match the results of transitional flows and
non-equilibrium turbulent flows. To overcome this difficulty, a dynamical approach to
determine the model coefficient has been proposed by Germano et al. [9]. The basic philosophy
of the approach is to calculate the coefficients based on the smallest resolved scales. This
procedure is accomplished by introducing a test filter with a filter width larger than that of the
basic grid filter and by establishing a quantitative relation between the two filters. The
dynamical approach has been applied to the Smagorinsky model, mixed model, and one-
equation model to form the corresponding dynamical models. In the following, we will
illustrate the dynamical procedure based on the Smagorinsky model.

In order to calculate the model coefficient, Germano et al. [9] introduced a test filter
(denoted by a tilde) with a larger characteristic length based on the basic averaging filter.
Applying the test filter to the LES formulation yields the test grid-scale stress

Tij=uiuj− ũ̄iũ̄j (14)

The relationship between the turbulent stresses on the two fields is as follows:

Tij− �̃ij=Lij (15)

where

�
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�
Lij= ūiūj− ũ̄iũ̄j (16)

Although Lij can be explicitly evaluated, Tij and �̃ij have to be modeled. If the Smagorinsky
model is applied to both filters, we will have
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where c=C s
2 and �� is the characteristic length of the test filter. The derivation of Equation

(18) is based on the assumption that variation of c is small in the test filter. Substituting
Equations (17) and (18) into Equation (15), we have
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Using the least-squares approach, Lilly [10] obtained the model coefficient

c= −
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MijMij

(21)

Thus, the model coefficient is determined based on resolved fields. It is a function of time and
space. Because the coefficient can be negative, it implies that the model can allow the
back-scatter of energy from small scales to large scales.

For transport processes, it is required to solve Equations (10)–(12) and to model both the
eddy viscosity �t and the eddy diffusivity �t. If the momentum Equation (11) is decoupled from
the scalar transport equation (12), the above dynamical procedure can be used to determine �t

and �t independently [11]. However, this procedure will become more complicated when the
momentum equation is coupled with the transport equation. For instance, the eddy viscosity
and the eddy diffusivity for turbulent thermal convection can be written in the modified
Smagorinsky model as follows:

�

�
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Here, 	 is temperature. When using a dynamical procedure to solve the coupled unknown
coefficients, an iteration procedure is required in each step [12]. Instead of using Equations (22)
and (23), Wong and Lilly [13] applied a dynamical procedure to the following equations:

�t=C4/3�4/3
1/3 (24)

�t=
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�4/3
1/3 (25)

They introduce a new model coefficient as

C
=C4/3
1/3 (26)

based on the assumption that the dissipative rate 
, and therefore C
, is insensitive to the grid
filter which because the intermittency effect on 
 is small [14]. Thus, it is possible to determine
independently the two model coefficients. This approach will be used in our case study of
turbulent thermal convection.

Using the dynamical procedure to determine model coefficient(s) may possibly result in
computational instability due to large negative values. In order to overcome this difficulty,
some kinds of averaging procedures are generally implemented. In many applications, the
computation is stabilized by averaging the relevant equations over statistically homogeneous
directions. This approach is simple and effective for homogeneous flows, but it is not
applicable to inhomogeneous flows in complex geometry. For such cases, two general
averaging procedures, spatial averaging [15] and Lagrangian averaging [16] have been pro-
posed. In spatial averaging, the model coefficient is dynamically determined by solving an
intergral equation over the entire domain. The averaging over homogeneous directions can be
considered as a special case of spatial averaging. In Lagrangian averaging, the averaging
procedure is taken over pathlines. The model coefficient can be dynamically computed by
solving two relaxation–transport equations.

4. NUMERICAL ASPECTS

For time-dependent non-linear LES equations, we will use the Crank–Nicolson method for
time integration, and Newton iteration for linearization of the non-linear convection terms.
The LSFEM is used for spatial discretization. The resulting linear system of equations will be
solved by a Jacobi preconditioned conjugate gradients method. The reason for selecting
diagonal entries as preconditioners is that we can develop an element-to-element approach.
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Thus, no global matrix or even element matrices are required for storage. This approach
dramatically reduces the memory requirement for three-dimensional flow problems.

The LSFEM is developed in first-order forms of partial differential equations. The govern-
ing equations can be written in different first-order forms, such as velocity–vorticity–pressure
or velocity–stress–pressure. So far, the velocity–vorticity–pressure formulation has been
successfully applied to most numerical studies on several three-dimensional flows and trans-
port processes [1,2,17,5]. The details of the LSFEM formulation have been addressed in these
publications and will not be repeated here. The velocity–stress–pressure formulation is
generally limited to simple two-dimensional model problems or is used for mathematical
analysis [18]. Although the velocity–stress–pressure formulation leads to more unknowns,
Ding [4] carried out numerous simulations and proved that the formulation provides good
convergence rate and accuracy for the resulting symmetric, positive definite linear system of
equations. Additionally, stress is also an important quantity in the study of turbulence. Thus,
we use velocity–stress–pressure form in our LES of turbulent flows. For Rayleigh–Benard
convection problems, Tang and Tsang [5] solved coupled momentum equations and the
transport equation. They used a velocity–vorticity–pressure–temperature–heat flux formula-
tion. This system includes 12 equations and 11 variables. To avoid solving larger linear
systems, we decouple the governing equations, and solve independently the momentum
equation and the energy balance equation. The buoyancy term in the momentum equation is
explicitly computed by the Taylor series with the use of the energy balance equation [4]. This
approach requires less storage and CPU time than the approach by solving the coupled
equations because the work space for solving momentum equations can be used for solving
energy equations. The results are in good agreement with those obtained by solving the
coupled equations.

5. NUMERICAL EXPERIMENTS

5.1. LES of recirculating flow

Our first case study for the application of LES is to simulate three-dimensional lid-driven
cavity flows at a Reynolds number of 3200. The flow at this Reynolds number is basically
laminar but exhibits relatively unstable and low-frequency fluctuations due to the formation of
Taylor–Görtler-like vortices. We will work on the domain with the aspect ratio (1:1:1). The
domain is first meshed with 50×50×50 trilinear elements. In order to handle large velocity
gradients near the walls, we refine the three-layer grids near the wall so that we have
60×60×60 elements with the minimum size of 0.005 and the maximum size of 0.02. The
simulation started from the static state (impulsively started simulation) using Re=400 without
calling the subroutine for the dynamic SGS model over 5 dimensionless time units. The
computed result was used as our initial field of LES for Re=3200. The time step is set as 0.1
dimensionless time units. The simulation continues over 200 dimensionless time units and then
statistics were collected over an additional 50 time units.

Figure 1 displays the time-averaging mean velocities �ū� and ��̄�, the root-mean-square
(r.m.s.) velocities �(u�) and �(��), and the Reynolds stress �u���� at the centerlines on the
mid-plane. Here the fluctuations u�i are defined as
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Figure 1. Quantities at the centerlines on the midplane for Re=3200. � and �, Prasad and Koseff [19];
—, present results. (a) Dimensionless mean velocities: U=�ū�, V=��̄�; (b) The r.m.s. velocities:

Ur.m.s.=10�(u�), Vr.m.s.=10�(��). (c) The Reynolds stress: UV=500�u����.

u�i = ūi−�ūi� (27)

where � � denote time averaging, and the r.m.s. velocity is given by

�(u�i )=��u�i 2� (28)

It should be mentioned that the Reynolds stresses being used here follow the conventional time
averaging and are different from the SGS Reynolds stresses. In Figure 1(a), the computed
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centerline velocities compare well with the experimental data by Prasad and Koseff [19], but
the numerical solution slightly underestimates the maxima. The reason may be due to the use
of uniform mesh near the center of the cavity. It can be observed from Figure 1(b) that the
LES predicts the peaks of the r.m.s. velocity near the upstream, downstream, and the bottom
walls. The LES result also agrees with the experimental results for the Reynolds stress (see
Figure 1(c)). Figure 2 shows the flow patterns at three mid-planes. It is obvious that there are
pairs of Taylor–Görtler-like vortices (see Figure 2(b)).

5.2. LES of channel flows

Simulations are carried out for the Reynolds number of 180, which is based on the wall-shear
velocity, u�= (�w/�)0.5 and the channel half-width �. The flows around this Reynolds number
have been studied by experiments and simulations. The computational domain used in this
case study is the minimum flow unit, recommended by Jiménez and Moin [20]. The streamwise
and spanwise lengths are �� and 0.289��, roughly equal to 570 and 160 wall units (�u�/�)
respectively. The domain has been used by Choi et al. [21] for the simulation of the same
Reynolds number flow to test their fully implicit scheme. The domain is meshed with
32×64×32 trilinear elements in the x, y, and z (or x1, x2, and x3) directions respectively.
Uniform meshes with spacing �x+ �17.6 and �z+ �5.11 are used in the streamwise and
spanwise directions.2 A non-uniform mesh is used in the y or wall-normal direction. The finest
mesh point away from the wall is �y+ �1.35 and the maximum spacing at the centerline of
the channel is about 13.5 wall units.

The initial flow field implements a two-dimensional mean flow with three-dimensional
disturbances [22]

u(x, y, z)=c(1−y8)+

Lx

2
sin(�y) cos

4�x
Lx

sin
2�z
Lz

(29)

�(x, y, x)= −
(1+cos(�y)) sin
4�x
Lx

sin
2�z
Lz

(30)

w(x, y, x)= −

Lz

2
sin

4�x
Lx

sin(�y) cos
2�z
Lz

(31)

where Lx and Lz are the length of the computational domain in the x- and z-directions
respectively, and 
 is 10% of the averaged mean velocity. c is a constant, chosen to be 16. Fully
developed turbulent channel flow is homogeneous in the streamwise and spanwise directions,
so periodic boundary conditions are applied in these directions. In addition, no-slip conditions
are set on the walls.

2 The superscript + denotes a non-dimensional quantity scaled by the wall variables: the velocity, u� ; the length, �/u� ;
and the time, �/u�

2.
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Figure 2. Velocity vector plots on mid-planes for Re=3200 at time=250.

The dynamical SGS model described in Section 3 is used, and the averaging is taken over the
homogeneous directions. The time step is set as 1/360 time units �/u�, which corresponds to
�tu �

2/�=0.5. Choi et al. [21] suggested that the time step for implicit scheme should be less
than the Kolmogorov time scale (t+ = (u �

4/
�)0.5) in order to maintain the simulation of
turbulence (where 
 is the dissipation rate per unit mass). The computation was carried out
over about 12 time units. The statistics data were collected for a later 6 time units. The profile
of the mean velocity, non-dimensionalized by the wall-shear velocity is compared with the law
of the wall (u+ = (1/0.41) ln y+ +5.20) in Figure 3. Our numerical results are closed to the law
of the wall but a little lower than the DNS results [23] near the symmetric plane. Najjar and
Tafti [24] carried out a series of LES using second-order and fifth-order finite difference
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Figure 3. Mean velocity profiles in wall co-ordinates. —, law of the wall; + + + , LES/LSFEM;
� � �, DNS [23].

methods and different test filters for the same Reynolds number flow. Their results showed
that a higher-order scheme predicts higher mean velocity than a lower-order scheme for the
same test filtering operation. Thus, the use of trilinear elements for relatively coarse meshes
near the symmetric plane is a possible reason of the underprediction of the mean velocity.
The ratio of the bulk mean velocity to the central velocity is about 1.18, which is close to
the DNS and the experimental results of 1.16.

In order to compare statistics, fluctuating velocities u�i , are defined as

u�i = ūi−�ūi� (32)

where ūi is the resolved velocity and �ūi� represents the temporal-spatial average of the
velocity field. Distribution of the shear–stress in wall co-ordinates is given in Figure 4.
Figure 5 displays the r.m.s. velocity fluctuations, normalized by the wall-shear velocity.
Also shown are the results of the DNS data by Kim et al. [23] and experimental data by
Kreplin and Eckelmann [25]. The fluctuations of u have shown a reasonable agreement with
the DNS and the experimental data although it gives a larger maximum than others. A
larger deviation from the experimental data is found near the wall for the fluctuations of �
and w, but our results are more consistent with the DNS results.

Some higher-order statistical data of skewness factor and flatness factor are shown
in Figures 6 and 7. The skewness factor of the fluctuation velocity field, S(u�i ), is de-
fined as
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Figure 4. Reynolds shear stress normalized by the wall shear velocity. —, LES/LSFEM; + + + , DNS
[23]; � � �, experimental data for Re�=142 [37]; � � �, experimental data for Re�=208 [25].

S(u�i )=
�ū�i 3�

�ū�i 2�3/2 (33)

and the flatness factor of the fluctuation velocity field, F(u�i ), is given as

F(u�i )=
�ū�i 4�
�ū�i 2�2 (34)

The calculated skewness factors are given in Figure 6 and compared with experimental data
[25] and DNS results [23]. Figure 6(a) and (b) show that computing values are in favorable
agreement with measurements and the DNS results except for the discrepancy near the wall.
The computed S(u�) is smaller than the measurements and DNS results near the wall. There
are obvious differences for S(��) values near the wall. Our values have a better agreement with
the recent experimental results by Niederschulte et al. [26], who used a laser-Doppler technique
to examine the turbulent flow at Re=178.6 (not shown in the figure). For S(w�), experimental
results and DNS results (not shown in the figure) are approximately equal to zero. It seems
that our LES/LSFEM result oscillates around the zero value.

For flatness factors, the computed values also showed good agreement with experimental
and DNS results away from the wall (see Figure 7). The computed F(u�) shows smaller values
near the wall, whereas the DNS has a good agreement with the experimental data. There is a
significant discrepancy for F(��) between the numerical results and the experimental data near
the wall. Recent experimental results of F(��) near the wall are about 4 [26]. Xu et al. [27]
carried out a combined DNS and experimental study to examine the difference. They believe
that it is difficult to experimentally measure kurtosis near the wall because of inadequate time
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Figure 5. R.m.s. velocity fluctuations normalized by the wall shear velocity. —, LES/LSFEM; + + + ,
DNS [23]; � � �, experimental data [25].

resolution, implicit filtering during data collecting and insufficient statistical accuracy. They
proved indirectly that the high near-wall values of the kurtosis were physical in origin by the
analysis of their DNS data. Our LES values are between the experimental values and the DNS
data. Figure 7(c) shows that the computed F(w�) is in excellent agreement with the experimen-
tal data and the DNS.

The average coefficient of dynamic SGS model in horizontal directions is shown in Figure
8. The result is consistent with the result for Re�=205 by Zhao and Voke [28].

Copyright © 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2001; 37: 297–319
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Figure 6. Skewness factors in wall co-ordinates. —, LES/LSFEM; + + + , DNS [23]; � � �,
experimental data [25].

5.3. LES of thermal turbulent flows

The computational domain and the co-ordinate system are shown in Figure 9. The domain is
chosen by the consideration of covering the largest wavelengths. According to Deardorff and
Willis [29] and Fitzjarrald [30] a minimum aspect ratio (L1/h or L3/h) of 3 is required for a
thermal turbulent flow. In addition, a large ratio is helpful to reduce the effects of boundary
conditions. The ratio is chosen as 6 in this study. The computation is carried out with 76800
trilinear elements (40×48×40, in x1, x2, and x3) for Rayleigh numbers of 3.8×105 and

Copyright © 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2001; 37: 297–319
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Figure 7. Flatness factors in wall co-ordinates. —, LES/LSFEM; + + + , DNS [23]; � � �, experi-
mental data [25].

2.5×106. Uniform meshes are used in horizontal directions. Non-uniform meshes are used in
the vertical direction with the finest meshes near the solid walls. In order to resolve the
conductive sublayer � near the wall, it is necessary to put the first vertical grid points inside
the sublayer. The sublayer thickness can be estimated by �=1/(2Nu), which was suggested by
Goldstein and Chu [31] (where Nu is the Nusselt number).

Periodic boundary conditions are used in the horizontal directions. No-slip boundary
conditions are prescribed at the top and bottom walls. The simulation starts from the state
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Figure 8. Mean dynamical model coefficient in wall co-ordinates. —, LES/LSFEM; – – –, Zhao and
Voke [28].

Figure 9. Computational domain and co-ordinate system for thermal turbulent flows.

with zero velocities and conduction temperature profile for Rayleigh number of 3.8×105. Its
results are used as initial conditions for a higher Rayleigh number of 2.5×106.

A time step of 0.1 dimensionless time unit, h/(g�h�T)1/2, is used, which is larger than the
values by Eidson [32]. We carry out the computations to develop a ‘quasi-stationary’ turbulent
flow and collect the data over a longer time interval. The simulations run for 100 dimensionless
time units, and then statistics are collected for additional 40 time units.

Copyright © 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2001; 37: 297–319
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The vertical profiles of temperature averaged in horizontal directions and time are shown in
Figure 10. They show good agreement with the experimental results by Deardorff and Willis
[29] and the DNS data by Grotzbach [33]. The depth of the conductive sublayer decreases with
increasing Rayleigh number. The profile, for a higher Rayleigh number, exhibits a larger
temperature gradient near the walls, which corresponds to a higher Nusselt number. The
Nusselt number is calculated as

Nu=
�	�
�x2

+ (RaPr)1/2�u2	� (35)

and

�u2	�=�ū2	� �+�u2	− ū2	� � (36)

where � � indicate time and horizontal averaging. �u2	− ū2	� � can be estimated from the SGS
model. For the Rayleigh number of 3.8×105, the Nusselt numbers are 6.14 and 6.04 at the
bottom and upper wall respectively. For the Rayleigh number of 2.5×106, the two values are
10.42 and 10.19 respectively. The averaged Nusselt numbers in vertical direction are 6.2 and
10.4 respectively.

Figure 10. Horizontally averaged temperature profiles.
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Figure 11. R.m.s. of the horizontal velocity components.

Figure 12. R.m.s. of the vertical velocity component.
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In order to compare the turbulence statistics with experimental data, we follow the usual
definition of the r.m.s.

�(�)=���2�1/2=�(�−���)2�1/2 (37)

where � is the scalar quantity such as temperature or velocity components. The vertical
profiles of �(u1), and �(	) are shown in Figures 11–13. The numerical results compare
reasonably well with the experimental data. Figure 11 also shows the vertical profiles of �(u3),
which do not collapse with those of �(u1). This fact indicates the flows are unsymmetric in
horizontal directions of x1–x3 plane, which is consistent with Eidson’s results [32]. Because of
the presence of solid walls, �(u2) shows a gradual increase from zero at the wall to a maximum
at the center plane. However, �(	), �(u1), and �(u3) show their maxima near the walls.
Deardorff and Willis [29] ascribed this phenomenon to the horizontal ‘mushrooming’ of warm
air converted upward from interior region. Our simulations realize the ‘mushrooming’ flows
(see Figure 14). Their explanation should be understood for the region near the upper wall.
Figure 14 gives the flow patterns and the contour plots of the velocity at different horizontal
cross sections. Near the upper wall (Figure 14(b) and (d)), the flow in horizontal directions
looks like radiation from some ‘sources’. The positions of these ‘sources’ are approximately
located where there are strong upward (positive) vertical velocity. The updrafts drive the fluid
to flow in all horizontal directions because of the presence of a solid wall, where the vertical
velocity becomes zero. The flows in this region are like ‘mushrooming’, as Deardorff and Willis
described. Near the lower wall, the ‘mushrooming’ flows are downdrafts rather than upward

Figure 13. R.m.s. of temperature.
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Figure 14. (a) and (b) The horizontal flow pattern near the walls (x2=0.098 and 0.902). (c) and (d) The
counter plots of the vertical velocity at the corresponding heights. Ra=3.8×105. Solid lines represent

u2�0 and filled lines represent u2�0.

motion (see Figure 14(a) and (c)). The figures show that the positions of the ‘sources’ are
approximately the same as those of the strong downward (negative) vertical velocity. Figure 15
plots the turbulent Prandtl number Prt computed by the dynamic SGS model. Near the walls,
maxima exist for both cases. It is interesting to point out that the average values along the
vertical directions are approximately the same (0.391 and 0.393). The values are very close to
the value selected by Eidson [32], who carried out simulations with a constant model
coefficient of 0.4. Works by Grotzbach [34], Grotzbach and Schumann [35], and Deardorff [36]
suggested that the turbulent Prandtl number is in the range of 1

3–1
2.
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Figure 15. Vertical profiles of average turbulent Prandtl number.

6. SUMMARY AND CONCLUSIONS

The LSFEM has been used for the LES of turbulent flows. Grid resolution, as pointed out by
Eidson [32], is the main issue in LES. The boundary region near the wall can be solved either
by the brute force approach (using more refined meshes) or by a wall function. The less
memory requirement of our LSFEM makes it possible to use fine meshes near the wall. The
overall results for three case studies compare well with the experimental data or DNS results.
They confirm that the LSFEM is an effective numerical method to simulate turbulent flows
and transport processes. The combination of LSFEM and LES is a useful technique to
simulate flows because it does not have any tuning parameter for the LSFEM nor does it
require the ‘a priori’ prescription of turbulence model constants. Thus, the approach ‘predicts’
the turbulent flow behavior.
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